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ABSTRACT: We propose a new method for constructing kinetic response surfaces used in the
development and optimization of gas-phase and surface reaction kinetic models. The method,
termed as the sensitivity analysis based (SAB) method, is based on a multivariate Taylor ex-
pansion of model response with respect to model parameters, neglecting terms higher than
the second order. The expansion coefficients are obtained by a first-order local sensitivity anal-
ysis. Tests are made for gas-phase combustion reaction models. The results show that the re-
sponse surface obtained with the SAB method is as accurate as the factorial design method
traditionally used in reaction model optimization. The SAB method, however, presents signif-
icant computational savings compared to factorial design. The effect of including the partial
and full third order terms was also examined and discussed. The SAB method is applied to op-
timization of a relatively complex surface reaction mechanism where large uncertainty in rate
parameters exists. The example chosen is laser-induced fluorescence signal of OH desorption
from a platinum foil in the water/oxygen reaction at low pressures. We introduce an iterative
solution mapping and optimization approach for improved accuracy. C© 2003 Wiley Periodicals,
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INTRODUCTION

It has become increasingly feasible to carry out
numerical simulations of complex gas-phase, surface,
and gas-surface reacting flow problems using detailed
chemical kinetic models. These models are composed
of elementary reactions and their associated rate pa-
rameters. An accurate prediction of a wide range of
reacting flow problems relies heavily on the availabil-
ity of accurate rate parameters. For gas-phase combus-
tion of hydrocarbons, there are a wealth of fundamental
kinetic data and reaction rate parameters measured un-
der chemical isolation. Even in this best-case scenario,
however, models consisting of individually measured
rate parameters may not and usually do not predict a
range of reacting flow data with desirable accuracy [1].
The reason behind this unsatisfactory situation is ob-
vious. When reactions and their rate parameters are
evaluated and placed in a kinetic model, the inherent
uncertainties of rate parameters form an uncertainty
hypercube. Without the constraints of combustion re-
sponse data, each point within the hypercube is proba-
ble and allowable. With the constraints, the hypercube
of uncertainty “shrinks” to a surface of finite thick-
ness. Regardless of how carefully a kinetic model is
compiled and how comprehensive it is, it represents
just a random point on this uncertainty surface.

In other cases like gas-surface reaction processes,
obtaining accurate rate parameters is often difficult.
Rate expressions in catalytic reactor modeling have
generally followed a reductionistic approach [2], and
even nowadays, empirical rate expressions are com-
mon. Using the microkinetic analysis approach [3], el-
ementary reaction mechanisms can be developed with-
out relying on a rate-determining step (RDS). A key
issue in rendering the microkinetic analysis powerful
is estimation of rate parameters of these elementary
reactions such as preexponential factors, sticking coef-
ficients, and activation energies along with their surface
coverage dependence.

Regardless of how accurate the initial rate estimates
are, model adjustments are almost always necessary.
These adjustments are customarily accomplished by
tuning rate parameters, often in an ad hoc manner,
within their physically allowable bounds or the un-
certainty bounds. This approach amounts to an effort
to shift model parameters from their nominal values,
which represent the initial random point in the uncer-
tainty hyperspace, to a point that would better predict
a given set of experimental data. Because the dimen-
sionality of the uncertainty space is usually very large
and the selection of the initial point is often arbitrary, a
model validated under certain conditions may not pre-
dict the experiments under other conditions. To bring

a model to a truly predictive level under a wide range
of conditions, it is necessary to carry out systematic
optimization of the reaction rate parameters against a
wide range of experimental data.

An optimization approach has been developed [1,4]
and applied to gas-phase combustion reaction models
[1,5–7] and surface reaction models of H2 and CO
oxidation on platinum (Pt) [8,9]. In this method, a
trial reaction model is first compiled. A set of exper-
imental data is selected as optimization targets. Since
not all rate parameters equally affect a given exper-
imental response, a sensitivity analysis is conducted
to determine a list of active rate parameters, which
usually number in several dozens for typical combus-
tion problems. Then the optimization is carried out
by minimizing a least-squares objective function, e.g.,∑

i [1 − η i (x)/η expt,i ]2, with respect to active param-
eter x, where η i (x) is the model response of the i th
experiment, and η expt,i is the value of that experiment.

Because the evaluation of η i (x) requires numerical
solutions of coupled differential equations, it is pro-
hibitive to carry out a minimization procedure by di-
rect solution of these equations. To solve this prob-
lem, a solution mapping technique was proposed [4].
In this method, a kinetic response surface is con-
structed, which expresses the response value as a func-
tion of model parameters by a second- or third-order
polynomial,

η = a0 +
L∑

i

ai xi +
L∑

i

L∑

j≥i

ai j xi x j

+
L∑

i

L∑

j≥i

L∑

k≥ j

ai jk xi x j xk (1)

where L is the number of active rate parameters in that
target, and xi is the i th rate parameter ki normalized by
its uncertainty factor fi [4],

xi = ln(ki/ki,0)

ln fi
(2)

Here ki,0 is the nominal rate parameter of reaction i .
The upper and lower bounds of uncertainty correspond
to xi = +1 and −1, respectively, and the nominal rate
parameter is given by xi = 0. Obviously, a kinetic re-
sponse surface is useful not only for model optimiza-
tion, but also for a quick but quantitative examina-
tion of the influences of model parameters on model
predictions.

In Eq. (1), the coefficients a are traditionally ob-
tained by regression of a factorial test [10]. This method
has been shown to provide reliable and accurate re-
sponse surfaces [1]. Its use, however, may become
prohibitively expensive when L is large. For complex
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systems the development of response surfaces for com-
bustion properties such as the laminar flame speed can
be a very time demanding task. A recent example can
be found in the work of Qin et al. [7], where 539 nu-
merical flame solutions were required to determine the
response surface of 13 active parameters for the flame
speed of propane; and 12 such flame response surfaces
were needed for optimization.

The objective of the present work is to develop
an efficient and accurate response surface method.
This sensitivity-analysis based method, hereafter re-
ferred to as the SAB method, is based on a multi-
variate expansion of model response with respect to
model parameters. The coefficients of the response
surface are determined by sensitivity analysis. In the
first application, the SAB method is tested for prob-
lems of gas-phase combustion, including the lami-
nar flame speed and species concentration in a burner
stabilized flame. The second application we present
here comes from catalysis. The specific example is the
modeling of laser-induced fluorescence (LIF) signal
of OH desorption from a Pt foil in the water/oxygen
reaction at low pressures. An important difference of
catalytic kinetic modeling from gas-phase combus-
tion lies in the large uncertainty in kinetic parame-
ters of surface reactions. An iterative surface solution
mapping/optimization methodology is introduced and
tested. The iterative procedure further exemplifies the
utility of the SAB method developed herein.

OVERVIEW OF THEORY

Traditionally, a response surface is obtained by com-
puting response values at a set of 2L factorial de-
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Figure 1 Three dimensional uncertainty hypercube of normalized rate parameters, illustrating the methods of factorial design
(a) and the proposed sensitivity analysis-based (SAB) method (b). In (a), the filled circles represent the corner points of the
hypercube; the open symbol is the center; the “stars” are the star points (see text). In (b), the filled and open symbols represent
the 2 × 3 + 1 sensitivity computations required to construct the response surface.

sign points in the uncertainty hypercube, followed
by a regression analysis of the response values [10].
As demonstrated in Fig. 1a for a 3-active parameter
problem, the full 2L factorial design consists of the
corner points of the cube (filled circles), the origin
(open circle), and two “star” points on each major axis
[4].

A full 2L factorial design requires 2L + 2L + 1 nu-
merical experiments, and is therefore computationally
costly for systems with large L values. In practice a
2L−M fractional factorial design is often used. Here
M cannot be very large as the accuracy decreases
rapidly as M increases. Taking the gas-phase com-
bustion of propane as an example [7], the dimension
of the response surface was L = 13. Setting M equal
to 4 gives 213−4 + 2 × 13 + 1 = 539 solutions of dif-
ferential equations in order to construct the response
surface.

An alternative approach is to view the response sur-
face as a multivariate Taylor expansion of η (x) about
x = 0, where x = {x1, x2, . . . , xL}:
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The SAB method proposed herein utilizes the fact that
the first derivative, ∂η/∂xi |0, is related to the first-order
sensitivity coefficient, si ,

∂η

∂xi

∣∣∣∣
0

= η(0)si ln fi (4)

where si = ∂ ln η
(
0
)/

∂ ln ki and η
(
0
)

is the nominal
response value. The second-order derivatives are the
second-order sensitivity coefficients and can be ob-
tained by finite differencing the local first-order sen-
sitivity coefficients.

It can be shown that the SAB method requires only
2L + 1 local sensitivity calculations (Fig. 1b) to obtain
all first- and second-order coefficients. These calcula-
tions will require slightly more computational time at
each point. Overall, the SAB method presents signif-
icant computational savings compared to the 2L−M +
2L + 1 computations by the fractional factorial design,
as will be demonstrated in a later section. Further com-
putational savings arise from the fact that solutions of
the corner and star points in the factorial method are of-
ten very different from that at the center point. Hence
the solution of these points is often subject to diver-
gence during the Newton procedure when the center-
point solution is used as the initial guess. The SAB
method, on the other hand, only varies one variable at
a time and those points lie within the parameter “cube,”
resulting in solutions that are often not so different
from the nominal one. For this reason, convergence of
the flame solution for sensitivity calculation is usually
rapid. In addition, the 2L + 1 local sensitivity calcu-
lations also yield the x3

i and x2
i x j terms without extra

computations. These terms can improve the accuracy
of highly curved response surfaces, as will be discussed
later.

NUMERICAL METHODOLOGY

The Sensitivity Analysis-Based (SAB)
Method

We carry out sensitivity coefficient computations (with
respect to L active rate parameters) for 2L + 1 points,
i.e., two points for each active parameter along its major
axis and the center point, as shown in Fig. 1b. The 0th
order coefficient is simply the nominal response value,
a0 = η(0). The first-order coefficients of Eq. (1) can
be obtained from a local sensitivity analysis about the
nominal rate parameter vector. Here they are expressed
in a finite difference form as

ai = η[x(α)i ] − η[x(−α)i ]

2α
(i = 1, 2, . . . , L) (5)

where x(α)i denotes a vector of normalized rate pa-
rameters, whose elements are equal to 0 with the ex-
ception of the i th parameter, which is perturbed by
α, x(±α)i = [0, 0, . . . , xi = ±α, . . . , 0]. The second-
order coefficients are determined by finite differencing
the first-order sensitivity coefficients s,

aii = si,i − s−i,i

4α
a0 ln fi (6a)

ai j = [(si, j − s−i, j ) ln f j + (s j,i − s− j,i ) ln fi ]

4α
a0

(i 
= j) (6b)

where si, j is the sensitivity coefficient with respected
to the j th rate parameter k j , calculated for the rate
parameter vector x(α)i , s±i, j = ∂ ln η[x(±α)i ]/∂ ln k j .
The third-order coefficients aiii and aii j may be deter-
mined from the first derivatives as

aiii = si,i − 2s0,i + s−i,i

6α2
a0 ln fi (7a)

aii j = si, j − 2s0, j + s−i, j

2α2
a0 ln f j (i 
= j) (7b)

In many cases, the curvature of η may be too large
to be described by Eq. (1). A more suitable logarithmic
response surface

ln η = a0 +
L∑

i

ai xi +
L∑

i

L∑

j≥i

ai j xi x j

+
L∑

i

L∑

j≥i

L∑

k≥ j

ai jk xi x j xk (8)

may be used. Following the SAB method, the polyno-
mial coefficients are easily developed here as

a0 = ln η0 (9a)

ai = ln η[x(α)i ] − ln η[x(−α)i ]

2α
(i = 1, 2 . . . , L)

(9b)

aii = si,i − s−i,i

4α
ln fi (9c)

ai j = [(si, j − s−i, j ) ln f j + (s j,i − s− j,i ) ln fi ]

4α

(i 
= j) (9d)

The third-order terms are similarly determined by

aiii = si,i − 2s0,i + s−i,i

6α2
ln fi (9e)

aii j = si, j − 2s0, j + s−i, j

2α2
ln f j (i 
= j) (9f)
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Previous mechanism optimization studies [1,2,4–7]
show that second-order polynomials are often suffi-
ciently accurate. Here, since these partial third order
terms are readily available, their effect on the accuracy
of the response surface will be examined. For selected
cases, three-way coupling xi x j xk terms are also exam-
ined. The coefficients of these terms are determined by
calculating the second order “ij” terms at each of the xk

points and then finite differencing them with respect to
k. This requires an additional 2L + 1 local sensitivity
calculations.

Gaseous Reacting Flow Simulations

The SAB method is applied to the modeling of the lam-
inar flame speed, a fundamental property of hydrocar-
bon combustion [11]. The laminar flame speed is solved
as an eigenvalue of a set of second-order, ordinary dif-
ferential equations governing species and energy con-
servation with detail gas-phase reaction chemistry [12].
Aside from flame speed, we also test the SAB method
for intermediate species concentration during fuel ox-
idation in a similar one-dimensional laminar combust-
ing flow. Equation (1) is used to construct the response
surfaces of flame speed, whereas logarithmic response
surface, Eq. (8), is used for species concentration.

All gas-phase reacting flow simulations are per-
formed with the Sandia ChemKin/PREMIX codes
[13,14]. The PREMIX code is modified to automate
the SAB procedure. The local sensitivity coefficients
are computed in two ways. The first used the Jacobian
matrix, J. The sensitivity coefficients are obtained by
solving the linear system of equations

J
∂�

∂k
+ ∂F

∂k
= 0 (10)

where F is the residual vector of the discretized gov-
erning equations, � is the solution vector (mass flux,

Table I Comparison of the Sensitivity Coefficients Calculated for the Wet CO Flame Speed (80%H2-20%CO in a
Diluted Air of [O2]/[O2 + N2] = 11.7% Under the Stoichiometric Condition, at 298 K and Atmospheric Pressure)

Jacobian Sensitivity Coefficients Brute Force Sensitivity Coefficients

300a 400a 800a 1000a 400a 1000a 400a

Reaction – – – – 1 × 10−5b 1 × 10−5b 0.07b

1. H + O2 = O + OH 0.122 0.144 0.169 0.181 0.168 0.168 0.168
2. O + H2 = H + OH 0.125 0.148 0.174 0.177 0.173 0.173 0.172
3. H2 + OH = H2O + H 0.187 0.221 0.254 0.258 0.251 0.251 0.250
4. H + O2(+M) = HO2(+M) −0.133 −0.157 −0.148 −0.129 −0.111 −0.111 −0.110
5. HO2 + H = 2OH 0.160 0.190 0.213 0.214 0.209 0.210 0.208
6. CO + OH = CO2 + H 0.157 0.186 0.215 0.223 0.208 0.208 0.207

a Represents value of TFIX in Kelvin.
b Represents the perturbation factor.

temperature, and species mass fractions), and k is the
parameter vector.

The sensitivity coefficients determined from the
above approach are not as accurate as we had expected.
The problem is related to the artificial boundary con-
dition of free-flame anchoring or the TFIX [13] value.
Table I shows the sensitivity coefficients calculated for
the six most influential reactions on the H2/CO flame
speed. It is seen that the sensitivity coefficient values
vary significantly as a function of TFIX. For this reason,
we also obtain the sensitivity coefficients by numeri-
cally perturbing rate parameters and explicitly solving
for the flame structure and speed. This method is here-
after referred to as the brute-force method. The pertur-
bation is kept small (1.0 × 10−5) so the sensitivity co-
efficient is local. Table I shows that the results from the
brute force calculation are independent of the choice of
TFIX value, as expected. Furthermore, the differences
between the “small” perturbation factor (1.0 × 10−5)
and much more coarse perturbation factor (0.07) are
negligibly small. For brute force calculations, only a
few iterations are needed for Newton’s convergence.
Therefore, the method is only marginally more expen-
sive than the Jacobian method.

Several computational methods are analyzed and
compared with the factorial design method. Using the
brute force (BF) sensitivity, we construct the response
surfaces of the second (2BF), partially third (p3BF),
and full third (f3BF) orders. The corresponding meth-
ods using the Jacobian-derived sensitivity are termed
as 2J and p3J.

Four flames are studied, three of which are flame
speed response surfaces that contain small, medium,
and large number of active parameters. The first
flame has an unburned mixture containing 80%H2

and 20%CO, oxidized stoichiometrically in diluted air
({O2}/{O2+N2} = 11.7%) at 298 K and atmospheric
pressure. The flame is hereafter referred to as the wet
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CO flame, and it has six active rate parameters. The
parameter spans are purposely chosen to be larger than
the true uncertainties so as to exaggerate the curvature
of the response surface. The gas-phase H2-CO reac-
tion model and thermodynamic properties employed
in the present study are taken from [15]. The second
and the third cases are methane and propane flames,
chosen from a recent study [7], and entail flame speeds
of methane (10 active parameters) and propane (13 ac-
tive parameters) at equivalence ratios of 0.98 and 1.2,
respectively. The kinetic model used for the methane
and propane flames consists of 70 species and 463 reac-
tions [7]. The last case refers to the maximum O atom
mole fraction in a burner-stabilized H2-CO flame with
conditions identical to the wet CO flame.

Surface Reaction Mechanism

Quantum mechanical techniques, and in particular den-
sity functional theory (DFT), are emerging as powerful
tools for estimation of energetics. However, because
of their computational cost, it is a daunting task to
carry out on-the-fly calculation of activation energies
or to apply DFT to large surface reaction mechanisms
[2]. For this reason, semiempirical techniques are of-
ten more appropriate to estimate activation energies
of elementary surface reactions [16]. These techniques
include the unity bond index-quadratic exponential po-
tential (UBI-QEP), known also as bond order conser-
vation (BOC) [17,18] method. The inputs to UBI-QEP
are heats of chemisorption of surface species, which
are much more readily available or can easily be esti-
mated. For the present study, the heats of chemisorp-
tion are summarized in Table II. The accuracy of the
technique can be ±2–4 kcal/mol. An advantage of this
approach is that coverage dependence in activation en-
ergies can be assessed, and thermodynamic consistency
is assured. Large variations of the activation energy as a
function of temperature (from catalyst ignition to flame
temperatures) are predicted rather than tuned.

The accurate calculation of preexponential factors
for supported or polycrystalline catalysts in nontriv-

Table II Heats of Chemisorption on Pt(111) Except
Where Indicated

Heat of
Chemisorption

Species (kcal/mol) Reference Comment

H 60.2–4.8θH∗ [19]
O 92.6–25.6θO∗ [19]
OH 63.0–33.0θO∗ [16] Polycrystalline Pt
H2O 10.0 [20]

θ indicates coverage of the surface species.

ial. Similar is the case with sticking coefficients. Ex-
perimental values, if known, can be used. Alterna-
tively, classical transition state theory (TST) can pro-
vide order-of-magnitude estimates of preexponential
factors. These estimates along with the activation en-
ergies at zero coverage are presented in Table III. Be-
cause of the difficulty in estimating preexponentials and
their relatively small variation with conditions, we pre-
fer to perform optimization of selected sticking coef-
ficients and preexponentials. Use of solution mapping
was proposed for this purpose in [8] and applied to
hydrogen and carbon monoxide reactions on Pt [8,9].
These studies followed the same protocol developed
in [1,4]. An interesting difference from the optimiza-
tion of gas-phase combustion reaction mechanisms dis-
cussed above is that the uncertainty in these parameters
is large (often 1–2 orders of magnitude for preexponen-
tials and even larger for sticking coefficients).

RESULTS AND DISCUSSION

Gaseous Reacting Flows

Here we demonstrate the applicability of the SAB
method in gas-phase reacting flows, using vigorously
burning flames. We start with the wet CO flame that
yields a nominal flame speed of s◦

u = 51.48 cm/s. The
active parameters are chosen from a sensitivity analy-
sis, as shown in Table IV. In an initial test, the response
surface coefficients are computed by the local first and
second derivatives at the center point of the hypercube,
i.e., by setting α → 0 in Eqs. (3) and (4). The resulting
response surface is found to be inaccurate on the edge
of the hypercube. In subsequent analyses, response sur-
faces of η = s◦

u are constructed using finite α values
(0.25, 0.50, and 0.75). The accuracy of the response
surfaces is examined and compared using 200 random
points within the hypercube as well as the 45 points
used in the 26−1 fractional factorial design (including
the 6 × 2 star points outside the hypercube). The star
points were used to ensure that the response surface
works well on the edge of the uncertainty space. Re-
sults are summarized in Table V and shown in Fig. 2.
One can immediately notice that there is only a small
difference amongst the surfaces obtained with different
α values. For this reason, all subsequent analyses are
made using α = 0.5.

Method 2BF produced a far more accurate response
surface than the 26−2 fractional factorial design and it
performs similarly to the 26−1 design. Within the hy-
percube the mean and RMS errors are 0.6 and 0.9 cm/s,
respectively, and are smaller than the corresponding er-
rors of 26−1 design (0.8 and 1.0 cm/s). The maximum
error of Method 2BF (5.2 cm/s) is, however, larger than
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Table III Surface Reaction Mechanism of H2 Oxidation on Polycrystalline Pta

Optimized Prefactor

No. Reaction Trial Prefactor Activation Energy Method 2J Factorial Designc

1 H2 + 2∗ → 2H∗ 1 0.0 1 1
2 2H∗ → H2 + 2∗ 1.0 × 1013 20.0 1.0 × 1013 1.0 × 1013

3b O2 + 2∗ → 2O∗ 0.1 0.0 2.7 × 10−1 5.5 × 10−1

4b 2O∗ → O2 + 2∗ 1.0 × 1013 51.0 2.4 × 1014 1.2 × 1014

5 OH∗+∗ → H∗ + O∗ 1.0 × 1011 24.4 1.0 × 1011 1.0 × 1011

6 H∗ + O∗ → OH∗+∗ 1.0 × 1011 12.1 1.0 × 1011 1.0 × 1011

7b H2O∗+∗ → H∗ + OH∗ 1.0 × 1011 18.4 1.9 × 1011 2.5 × 1011

8 H∗ + OH∗ → H2O∗+∗ 1.0 × 1011 12.4 1.0 × 1011 1.0 × 1011

9 H2O∗ + O∗ → 2OH∗ 1.0 × 1011 12.6 1.0 × 1011 1.0 × 1011

10 2OH∗ → H2O∗ + O∗ 1.0 × 1011 18.9 1.0 × 1011 1.0 × 1011

11b OH+∗ → OH∗ 1 0.0 2.0 × 10−2 2.0 × 10−2

12b OH∗ → OH+∗ 1.0 × 1013 63.0 7.0 × 1013 6.3 × 1013

13b H2O+∗ → H2O∗ 0.7 0.0 1.4 × 10−2 6.9 × 10−3

14b H2O∗ → H2O+∗ 1.0 × 1013 10.0 2.4 × 1014 2.0 × 1014

15 H+∗ → H∗ 1 0.0 1 1
16 H∗ → H+∗ 1.0 × 1013 60.2 1.0 × 1013 1.0 × 1013

17 O+∗ → O∗ 1 0.0 1 1
18 O∗ → O+∗ 1.0 × 1013 92.6 1.0 × 1013 1.0 × 1013

a The activation energies are in kcal/mol, calculated at zero coverage condition (θ∗ = 1). Prefactors refer to preexponentials in s−1 or sticking
coefficients for adsorption steps (values less than or equal to 1). Note that these numbers, obtained only from LIF, differ from the manually fitted
ones [16] or those rigorously optimized against multiple sets of experimental data in [8].

b Active prefactors that are optimized.
c Parameters obtained by full factorial design using a span of 2, starting from the optimum obtained using the SAB method after three

iterations.

that of the factorial design (3.8 cm/s). The CPU re-
quirement of the SAB method is only 1/10 of that of
the 26−1 design. Method 2BF also gives a more ac-
curate response surface than the 26−2 factorial design,

Table IV Active Rate Parameters for the Wet CO Flame Speed and Maximum in O Radical

Sensitivity Coefficient (s)

Reaction Brute Force Jacobian Span ( f )

Flame speed
1. H + O2 = O + OH 0.17 0.14 2.0
2. O + H2 = H + OH 0.17 0.15 2.0
3. H2 + OH = H2O + H 0.25 0.22 2.0
4. H + O2(+M) = HO2(+M) −0.11 −0.16 3.0
5. HO2 + H = 2OH 0.21 0.19 3.0
6. CO + OH = CO2 + H 0.21 0.19 2.0

Maximum in O radical
1. H + O2 = O + OH 0.11 2.0
2. O + H2 = H + OH −0.20 2.0
3. H + OH + M = H2O + M −0.05 2.0
4. H + O2(+M) = HO2(+M) −0.28 3.0
5. HO2 + H = H2 + O2 0.04 3.0
6. HO2 + H = 2OH −0.07 3.0
7. CO + OH = CO2 + H −0.05 2.0

and it needs 1/5 of the CPU time compared to the 26−2

design.
We also wanted to evaluate if the accuracy of the re-

sponse surface may be further improved by including
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Table V Comparison of CPUs and Absolute Errors (cm/s) of Response Surfaces for the Wet CO Flame (Nominal
s◦

u = 51.48 cm/s)

200 Random Points 26−1 Fraction Factorial Pointsb

Case α
Number
of Runsa Relative CPU Mean RMS Maximum Mean RMS Maximum

SAB method
2BF 1/4 13(S) – 0.6 1.0 5.5 2.3 3.3 9.2

1/2 13(S) 0.11 0.6 0.9 5.2 2.2 3.2 8.9
3/4 13(S) – 0.6 0.9 4.7 2.0 2.9 9.0

p3BF 1/4 13(S) – 0.3 0.4 2.3 1.7 2.3 5.7
1/2 13(S) 0.11 0.3 0.4 2.1 1.6 2.1 5.1
3/4 13(S) – 0.3 0.4 1.9 1.5 2.0 4.9

f3BF 1/2 13(S) 0.40 0.2 0.3 2.0 1.1 1.6 4.6
2J 1/2 13(S) 0.05 0.8 1.2 7.8 2.1 3.3 14.4
p2J 1/2 13(S) 0.05 0.7 0.9 4.1 1.7 2.3 6.6

Factorial design method
26−1 45(F) 1.00 0.8 1.0 3.8 1.2 1.6 3.9
26−2 29(F) 0.55 1.4 1.9 8.3 2.9 4.8 18.2

a “F” denotes the number of flame calculation. “S” denotes the number of sensitivity runs.
b Star points in the analysis were included in the error analysis.

the partial third order x3
i and x2

i x j terms (Method
p3BF). As noted earlier, the coefficients of these terms
are obtained without having to perform additional
computations. Table V and Fig. 2 show that Method
p3BF is more accurate than 2BF and the factorial de-
signs, especially in regions of the hypercube away from
the corners where the xi x j xk (i 
= j 
= k) terms are
unimportant. Within the hypercube, the mean and max-
imum errors are 0.3 cm/s and 2.1 cm/s, respectively,
both of which are notably smaller than those of the
26−1 factorial design at 0.8 and 3.8 cm/s.

We also examine a response surface that includes
all third order terms (f3BF) by invoking an additional
2L + 1 sensitivity calculations, as discussed before.
The accuracy is only slightly better than that using
p3BF (see Table V and Fig. 2). The minor improve-
ment, coupled with greater CPU requirements, does
not warrant its use. A comparison is also made using
the sensitivity coefficients calculated by methods 2J
and p3J. It is seen that although these methods are less
accurate than 2BF and p3BF, their CPU savings are
even more significant.

Response surfaces of η = s◦
u are constructed for the

methane and propane flames. Table VI presents relative
CPU times and the errors of various methods. Figure 3
shows the parity plots for the methane flame. Again,
method 2BF gives an accuracy similar to the 2L−4 fac-
torial design, but at a fraction of the cost. Specifically,
it requires only 15 and 3% of the total CPU time of
the 2L−4 factorial design for the methane and propane
flames, respectively. Method 2J gives even greater CPU
savings with the computational times reduced to 5%

and 1% of the factorial method for the methane and
propane flames, respectively. At the same time, the ac-
curacy of the response surface is well preserved. For
both flames, the mean and maximum errors of Method
2J are less or equal to 0.5 and 1 cm/s, respectively,
which are well below finite differencing errors resulting
from finite mesh resolution in the PREMIX solution.
Little improvements are obtained with the use of the
third order terms, as seen by comparing the accuracy
of Methods 2BF and p3BF (see, Table VI).

To demonstrate that the SAB method is accurate and
efficient for other combustion responses, a response
surface is constructed for the O-atom concentration in
a burner-stabilized wet CO flame. The response sur-
face is given by η = ln(Xmax), where Xmax is the max-
imum mole fraction. Here, the local first-order sen-
sitivity coefficients are computed using the Jacobian
method. Figure 4 shows that the surfaces produced by
Methods 2J and p3J are very accurate.

Lastly, we note that by using an automated compu-
tational code, we are able to obtain the response surface
of a dozen or so rate parameters with similar CPU as
what would be required for a normal sensitivity scan
for all reaction rate parameters. Implementing and us-
ing the technique as a part of the sensitivity calculation
makes the standard sensitivity analysis only marginally
more expansive. The response surface, however, pro-
vides quantitative predictions for the response value
without having to recompute the flame when rate pa-
rameters are adjusted. Thus even for the trial-and-error
type of approach of reaction mechanism development,
this is worthwhile.
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Figure 2 Response surface predictions for the wet CO flame versus direct numerical flame solutions.

A Prototype Example of Surface
Reactions: Optimization of LIF Data

We focus on optimizing rate parameters of the H2/O2

reaction mechanism based on low pressure LIF data
[21] with water and oxygen as reactants on a polycrys-
talline Pt foil. These experiments are among a few that
provide information about the coupling of gas and sur-
face chemistries, and motivate the particular choice.

Because of the low pressure and consequently large
mean free path, the reactor is modeled as a continuous
stirred tank reactor (CSTR). This is certainly a gross
but common assumption [21]. The steady state equa-
tions for the surface coverage are solved using New-
ton’s method. Figure 5 shows the poor prediction of
the unoptimized model against the experimental data.

Jacobian-based sensitivity analysis is an efficient and
accurate method of choice for this problem. More de-
tails can be found in [22].

Figure 6 shows sensitivity analysis at extreme tem-
peratures of the experimental data. For all tempera-
tures analyzed (1111–1800 K), six active parameters
are found, which include the sticking coefficients of
O2, OH, and H2O and the desorption preexponentials
of the same species. The selection of active parame-
ters is made on the basis of a cut-off, normalized sen-
sitivity value ranging from 0.01 to 0.04 at different
temperatures. OH response surfaces of the six active
parameters are obtained in an automatic way using both
full 26 factorial design and the SAB method. For the
latter method, values of α in the range 0.3–0.7 have
a negligible effect on the accuracy of polynomials,
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Table VI Comparison of CPUs and Absolute Errors (cm/s) of Response Surfaces for the Methane Flame (Nominal
s◦

u = 37.69 cm/s) and Propane Flame (Nominal s◦
u = 44.59 cm/s)

50 Random Points 2L−4Fraction Factorial Pointsb

Case
Number of

Runsa
Relative

CPU Mean RMS Maximum Mean RMS Maximum

Methane flame
SAB method (α = 0.5)

2BF 21(S) 0.15 0.2 0.2 0.7 0.4 0.6 1.9
p3BF 21(S) 0.15 0.2 0.2 0.5 0.4 0.5 1.4
2J 21(S) 0.05 0.2 0.2 0.6 0.4 0.6 1.6
p3J 21(S) 0.05 0.2 0.2 0.5 0.3 0.4 1.0

Factorial design method
210−4 85(F) 1.00 0.3 0.3 0.7 0.6 0.7 1.5

Propane flame
SAB method (α = 0.5)

2BF 27(S) 0.03 0.2 0.2 0.7 0.6 0.8 3.8
p3BF 27(S) 0.03 0.2 0.2 0.7 0.6 0.8 3.3
2J 27(S) 0.01 0.6 0.6 1.0 0.7 0.9 4.6
p3J 27(S) 0.01 0.5 0.6 1.0 1.0 1.2 4.5

Factorial design method
213–4 539(F) 1.00 0.3 0.3 0.9 0.4 0.6 3.1

a “F” denotes the number of flame calculations. “S” denotes the number of sensitivity runs.
b Star points in the analysis were included in the error analysis.

consistent with the results obtained for the gas-phase
combustion problems discussed earlier. In subsequent
analysis, a value of α = 0.5 is used. In this case, full
factorial design requires 26 + 2 × 6 + 1 = 77 numer-
ical simulations, whereas the SAB method requires
2 × 6 + 1 = 13 sensitivity calculations. Computations
show that the SAB method requires a factor of 3 to 4
less CPU than the factorial method.

To assess the error in the hypercube of parameter
space, 200 random points are generated in the uncer-
tainty hypercube space. The model response and the
response surface predictions are compared in a parity
plot (Fig. 7) for the full 2L factorial design (top panel)
and the SAB method with third order terms (bottom
panel). In both panels, the open symbols correspond to
all 18 rate parameters being randomly perturbed by up
to a factor of 2 (in each direction), whereas the filled
symbols are obtained when only the sensitive rate pa-
rameters (6) are randomly perturbed by up to a factor
of 2. It is observed that the response surfaces developed
by the SAB are almost as accurate as those of the full
factorial design.

Using these response surfaces, the difference be-
tween the model response and the experimental data
was minimized using simulated annealing [23]. Be-
cause of the large uncertainty in the initial estimates,
it is expected that the response surfaces of catalytic
kinetic models are developed far away from the op-
timum and their accuracy around the optimum may

be limited. For this reason, refinement of the response
surface is made through an iterative procedure. Given
a tentatively optimized mechanism, a sensitivity anal-
ysis is performed and a new response surface is devel-
oped. This is followed by another optimization. The
procedure is repeated until satisfactory convergence is
achieved.

The results of successive optimizations are shown in
Fig. 5. We found that three iterations provide improved
accuracy and no significant gain is obtained with further
iterations. For example, the percentage error at 1111 K
decreases at each iteration from 5.01%, to 0.64%, and
finally to 0.47%. Note that while six active parameters
are chosen in the first iteration, one additional parame-
ter becomes active in subsequent iterations. Therefore,
a total of seven parameters are optimized in the last it-
eration. The optimized preexponential values from the
last round of optimization are presented in Table III.
Response surface was also constructed using the facto-
rial design method. The optimization yields essentially
the same result as the SAB method, as seen in
Table III.

The iterative scheme appears to work very effec-
tively and is highly recommended for cases where the
uncertainty in active parameters is large. The ability of
the iterative approach to activate/deactivate parameters
around the optimal point in the parameter space further
illustrates the effectiveness of the proposed procedure.
The computational savings using SAB are significant,
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Figure 3 Response surface predictions for the methane flame versus direct numerical flame solutions.
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especially for expensive models containing many pa-
rameters. Further savings result when iterations are per-
formed, as done above.

CONCLUSION

A new response surface method is developed for gas-
phase and surface reaction model optimization. The
SAB method proposed herein is derived from a mul-
tivariate Taylor expansion, and requires computation
of first-order sensitivity coefficients. The application
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complete factorial design method, whereas the bottom panel
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of the SAB method is demonstrated for four flames.
It is found that the SAB method leads to a reduction
of CPU usage by a factor of 10 or more. For hetero-
geneous surface reactions, optimization of some of the
parameters of the H2/O2 surface reaction mechanism
on Pt, using LIF experimental data, is demonstrated.
Here local sensitivity analysis and an iterative solu-
tion mapping/optimization scheme are employed. Only
a small number of iterations are needed to provide a
converged kinetic scheme. A reduction in CPU usage
by at least a factor of 3 has been observed, and more
savings will result for larger problems. It is demon-
strated that a response surface can be generated with
computational demands similar to what would be re-
quired for a conventional local sensitivity analysis of
all model parameters.
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C. Gardiner, Jr. The authors thank Professors William C.
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